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rainfall maxima, but others generally fail. This advantage 
of GR scheme is primarily due to its closure assumption 
in which the convection is determined by the tendency of 
large-scale instability. Future study will attempt to incorpo-
rate the large-scale tendency assumption as a trigger func-
tion in the ECP scheme to improve its prediction of Central 
US rainfall diurnal cycle.

Keywords  Cumulus parameterization · Regional climate 
model · Extreme events · Diurnal cycle · Frequency 
distribution

1  Introduction

The Central United States is the world’s most produc-
tive, agriculture region. During the summer, heavy rainfall 
events frequently occur over this region and cause severe 
floods with devastating damages and considerable socio-
economic consequences (Kunkel et  al. 1994; Smith et  al. 
2013; Nakamura et  al. 2013). These extreme heavy rain-
fall events have been identified with complicated physical 
mechanisms at different scales. They include large-scale 
circulation anomalies (Bell and Janowiak 1995; Mo et  al. 
1997), the sub-continental moisture transport from the 
Great Plain low-level jet (Mo et al. 1997; Ting and Wang 
2006), and the remote supplies from the Caribbean region 
(Dirmeyer and Kinter 2010), as well as the local effects of 
land surface processes (Beljaars et  al. 1996; Paegle et  al. 
1996; Bosilovich and Sun 1999). Therefore, summer floods 
over the Central US provide an ideal test for evaluation of 
physical process representations in regional climate models 
(RCMs).

However, it is still a great challenge for most RCMs to 
make accurate prediction of precipitation at relatively flat 

Abstract  This study comprehensively evaluates the 
effects of twelve cumulus parameterization (CUP) schemes 
on simulations of 1993 and 2008 Central US summer 
floods using the regional climate-weather research and 
forecasting model. The CUP schemes have distinct skills 
in predicting the summer mean pattern, daily rainfall fre-
quency and precipitation diurnal cycle. Most CUP schemes 
largely underestimate the magnitude of Central US floods, 
but three schemes including the ensemble cumulus param-
eterization (ECP), the Grell-3 ensemble cumulus param-
eterization (G3) and Zhang-McFarlane-Liang cumulus 
parameterization (ZML) show clear advantages over oth-
ers in reproducing both floods location and amount. In 
particular, the ECP scheme with the moisture convergence 
closure over land and cloud-base vertical velocity closure 
over oceans not only reduces the wet biases in the G3 and 
ZML schemes along the US coastal oceans, but also accu-
rately reproduces the Central US daily precipitation vari-
ation and frequency distribution. The Grell (GR) scheme 
shows superiority in reproducing the Central US nocturnal 
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region such as the Central US (Takle et  al. 1999; Liang 
et  al. 2012), especially during summer when moist con-
vective systems prevail (Liang et  al. 2001, 2004b). Most 
studies have suggested that systematic errors still exist in 
predicting the Central US summer precipitation and large 
uncertainties are associated with the choice of CUPs, 
regarding the rainfall amount (e.g., Liang et  al. 2004b, 
2006, 2007, 2012), daily precipitation frequency and inten-
sity (e.g., Liang et al. 2006), and the rainfall diurnal cycle 
(e.g., Dai 1999; Davis et al. 2003; Liang et al. 2004a; Lee 
et al. 2007b, 2008).

For instance, Anderson et al. (2003) compared the sim-
ulations of 1993 summer flood from 13 RCMs and found 
all underestimate the maximum rainfall intensity and unre-
alistically produce the heaviest rainfall northeast of the 
observed flooding center. Liang et al. (2004b) showed that 
the cumulus parameterization of Grell (1993) scheme and 
Kain and Fritsch (1993) complementarily capture the sum-
mer rainfall distribution over the Central and Southeast US 
Specifically, the Kain-Fritsch scheme yields excessive rain-
fall in the Southeast, but large deficits over the Central US, 
while the Grell scheme better captures the rainfall amount 
over the Central US but with great underestimations over 
the Southeast US.

Although the model sensitivity to CUPs has been widely 
recognized regarding summer rainfall prediction, it is still 
not entirely clear about the CUP effects because these 
studies were generally based on different models and/or 
focused on a few CUPs included in RCMs. As numerous 
cumulus parameterizations are available in current numeri-
cal weather/climate models, it has become a challenge 
for weather forecasters or climate researchers to properly 
select CUPs for accurate predictions, especially for sum-
mer rainfall extremes. Hence, it is important to systemati-
cally evaluate the relative performance of a large suite of 
the most common CUPs using fully-developed RCMs 
focusing on their effects on summer rainfall prediction.

Regarding the prediction of daily rainfall frequency distri-
bution, previous studies mainly focused on the occurrence of 
heavy rainfall events which are essential to climate impacts 
assessments (Liang et al. 2006). Many studies examined the 
observed changes of extreme rainfall events and showed the 
frequency of heavy rainfall events has increased during the 
recent decades over the Central US (Karl and Knight 1998; 
Kunkel et  al. 2003; Villarini et  al. 2011; Groisman et  al. 
2012). However, difficulties still existed for most RCMs 
(e.g., Liang et al. 2006) in predicting the observed daily rain-
fall frequency. They generally overestimate the number of 
dry days, but underestimate the heavy rainfall occurrence. 
This model failure has been identified with the problem of 
CUPs in which convection was initiated too often with weak 
convective available potential energy (CAPE) accumulations 
(Dai 1999; Liang et al. 2006).

Another long-standing problem is the accurate predic-
tion of the observed nocturnal rainfall maxima over the 
Central US (e.g., Lee et al. 2007a; Trenberth et al. 2003). 
Most studies have also ascribed this difficulty to the CUP 
problem in which moist convection is too strongly coupled 
with surface forcing and thus lacks sensitivity to large-scale 
dynamic forcing (e.g., Dai 1999; Lee et  al. 2007a). How-
ever, a few CUPs were found to be able to capture the noc-
turnal rainfall maxima, such as the Grell (1993) cumulus 
scheme (Liang et  al. 2004a) and the simplified Arakawa-
Schubert (Pan and Wu 1995) scheme (Lee et al. 2008). It 
is imperative to examine whether the superiority of these 
schemes exist in different RCMs and what are the primary 
causes for their success, separating relative contributions 
from closure assumption or trigger function.

The regional climate-weather research and forecasting 
model (CWRF) incorporates the most comprehensive list 
of CUPs that have been widely used in both regional and 
global climate models (Liang et al. 2012). This study will 
base on CWRF simulations to provide a consistent rigor-
ous evaluation of various CUPs in predicting the Central 
US summer floods with respect to three key characteris-
tics: mean amount and pattern, daily frequency distribu-
tion and the diurnal cycle. The main objective is to iden-
tify the strength and weakness of individual CUP schemes. 
This paper is organized as follows. Section 2 describes the 
CWRF model physical configurations and gives a summary 
of CUP schemes incorporated in the CWRF, as well as the 
observational precipitation data used for model verification. 
Section 3 lists four sets of experiments. The major results 
are presented in Sect. 4, 5, and 6. Section 7 summarizes the 
conclusion and discussion.

2 � Model description, cumulus schemes 
and observations

2.1 � Model configuration

The CWRF model has been developed from the Weather 
Research and Forecasting model v3.1.1 (WRF, Skama-
rock et al. 2008) with numerous improvements of physical 
processes that are essential to climate scales, including the 
interaction between land–atmosphere–ocean, convection-
microphysics and cloud-aerosol-radiation (Liang et  al. 
2012). More details about the CWRF default model physi-
cal configuration can be referred to Liang et  al. (2012). 
For this study, all the model experiments are based on the 
default physics configuration of the CWRF (Liang et  al. 
2012). This includes the Conjunctive Surface–Subsurface 
Process Model (CSSP) for land surface scheme, and the 
NASA Goddard Space Flight Center (GSFC) scheme for 
the radiation scheme.



Summer flood in the Central US

1 3

The CSSP scheme is a newly developed scheme in 
CWRF. It is the core land surface model to predict soil 
temperature/moisture distributions, terrestrial hydrology 
variations, and land–atmosphere flux exchanges. It has sig-
nificant improvements in representing surface energy and 
hydrology processes, including an improved dynamics-sta-
tistical parameterization of land surface albedo (Liang et al. 
2005), a 3-D subsurface hydrologic model with a scalable 
representation of subgrid topographic control on soil mois-
ture (Choi et al. 2007) and an explicit treatment of surface–
subsurface flow interaction (Choi and Liang 2010; Yuan 
and Liang 2011; Choi et al. 2013).

The GSFC radiation package includes the parameteriza-
tions developed by Chou and Suarez (1999) for shortwave 
and by Chou et al. (2001) for longwave radiation. It is not 
the scheme included in WRF, but was first implemented 
into CWRF by Liang and later as an integral part of the 
Cloud-Aerosol-Radiation ensemble system (CAR, Liang 
and Zhang 2013). It accounts for the radiative effects of 
long-lived greenhouse gases (CO2, CH4, N2O, CFCs) of 
the present-day volume mixing ratios, as well as O3 and 
aerosol distributions. By default, CAR specifies daily O3 
3-D distributions via interpolation from the monthly cli-
matology based on satellite and ozonesonde measurements 
(Liang et al. 1997), and daily aerosols as defined by their 
optical depth and single-scattering albedo geographic dis-
tributions from the MISR satellite retrievals (Kahn et  al. 
2007) with certain vertical scaling. It also incorporates the 
radiative effect of clouds using fractional cover scheme of 
Xu and Randall (1996) and optical properties depending on 
hydrometeors as in Liang et al. (2004b).

The CWRF computation domain is centered at (37.5°N, 
95.5°W) using the Lambert conformal map projection. It 
covers the whole continental US and adjacent ocean with 
30-km horizontal grid spacing, including the total grid 
points of 197 (west–east) ×  139 (south–north). There are 
36 vertical levels with refined resolutions near the surface 
to improve the planetary boundary layer (PBL) and con-
vection representation, and around the melting altitude 
(~800–650 hPa) to better simulate the cloud microphysics 
processes.

The initial atmosphere, surface states and time-varying 
lateral boundary conditions for CWRF are given by the 
European Centre for Medium-Range Weather Forecasts 
(ECMWF) Interim Reanalysis (ERI, Uppala et  al. 2008). 
The ERI data are available at 6 hourly intervals with 1.5° 
horizontal grid spacing.

2.2 � Cumulus parameterization

The CWRF model incorporates 7 new cumulus param-
eterizations (ZML, CSU, GFDL, MIT, GR, ECP, UW), in 
addition to the 7 original WRF schemes (BMJ, NKF, SAS, 

NSAS, TDK, GD, G3). All these CUP schemes by above 
abbreviations are defined in Table 1 with respective refer-
ences. They are built to predict surface total precipitation 
rates, cloud base and top levels, and vertical atmospheric 
heating and moistening profiles. Some include additional 
output such as wind tendencies or convective in-cloud 
liquid or ice water profiles, which are also listed in the 
Table 1. To consistently evaluate the effects of deep cumu-
lus schemes, shallow cumulus parameterization internally 
built in 8 CUPs (BMJ, NKF, SAS, NSAS, TDK, ZML, G3, 
and ECP) are switched off but all coupled with the single 
UW shallow scheme. According to the fundamental closure 
assumption in the CUP, these deep and shallow cumulus 
schemes can be generally divided into three categories: (1) 
Multiple closures (ECP, G3, and GD); (2) Total instabil-
ity adjustment closure (ZML, NKF, and TDK); (3) Quasi-
equilibrium closure-based (BMJ, GR, MIT, GFDL, SAS, 
NSAS, CSU). The major assumptions and specific features 
for each category are further illustrated in the Appendix 1.

2.3 � Verification data

Several major daily precipitation datasets are utilized 
for precipitation verification over the continental US and 
Northern Mexico. The primary one is constructed from 
rain gauge measurements from 7,235 stations over the con-
tinental US and adjusted by the monthly mean of PRISM 
(Parameter-elevation Regression on Independent Slopes 
Model, Daly et  al. 2008) for the statistical topography-
precipitation relationships particularly important over the 
western US mountain regions (Liang et al. 2004b). Another 
one is derived from the National Oceanic and Atmospheric 
Administration Climate Prediction Center (CPC) global 
0.5° analysis of daily gauge measurements (Chen et  al. 
2008) to supplement data over Canada and Mexico. The 
3-hourly fine-resolution (32 km) North American Regional 
Reanalysis (NARR) will be utilized to evaluate the diur-
nal cycle simulations. This NARR 3-hourly precipitation 
are determined by the Eta Model coupled with a 3D vari-
ational data assimilation system that integrates observa-
tions including the 1/8° rain gauge analysis over the con-
tinental US, and the 1° rain gauge analysis for Mexico 
and Canada, as well as the 2.5° global analysis from the 
CPC merged analysis of precipitation over oceans and land 
south of Mexico (Mesinger et al. 2006). It has been widely 
applied in model verification and diagnostic studies for its 
advantages in replicating the continental US precipitation 
features, especially the diurnal variations (Jiang et al. 2006; 
Becker and Berbery 2008).

The observational precipitation data over oceans are 
also included for a basic evaluation of CUP effects over 
the US coastal oceans. After the year of 1998, the Tropical 
Rainfall Measuring Mission (TRMM) 3-hourly and daily 



F. Qiao, X.-Z. Liang

1 3

product (3B42 version 7, 50° S–50° N, 0.25° × 0.25° grids, 
1998–2009) is mapped onto the CWRF 30 km-grids using 
bilinear spatial interpolation to increase the comparability 
with model simulation. In addition, the coarse-resolution 
monthly data from the CPC Merged Analysis of Precipita-
tion (Xie and Arkin 1997) are used before the 1998 when 
the TRMM data is not available. All these observational 
data sets are summarized in Table 2.

3 � Model experiment design

Table 3 lists five sets of sensitivity experiments conducted 
for this study, including their different physical configura-
tions and study objectives:

1.	 The first set of experiments uses the CWRF model with 
12 individual CUP schemes to conduct integrations 
from May 1 to August 31 for 1993 and 2008 when both 
record floods occurred over the Central US (Dirmeyer 
and Kinter 2010). Among the 14 CUP schemes in 
CWRF, the UW scheme is utilized as a common shal-
low convection option and the GD scheme is elimi-
nated by its successor G3 scheme, and thus only 12 
remaining CUP schemes are evaluated regarding the 

predictions of key precipitation features over the Cen-
tral US.

As shown below, only the GR cumulus scheme is able 
to capture the nocturnal rainfall signal over the Central US. 
Therefore, four additional sensitivity experiments are con-
ducted below to address issues related to the superiority of 
the GR scheme.

2.	 The second set of experiments compares the CWRF 
diurnal simulations with and without GR cumulus 
scheme in order to examine the role of GR scheme in 
regulating the rainfall diurnal cycle over the Central 
US. The experiment “No CUP” means the CWRF sim-
ulation using the default physics configuration except 
that the cumulus parameterization was deactivated. It 
can be used to examine the effects of cumulus param-
eterization on total rainfall prediction.

3.	 The third set of experiments uses GR cumulus scheme 
combining with three different microphysics schemes, 
aiming at investigating whether the superiority of GR 
cumulus scheme is affected by the representation of 
large-scale microphysics. Three cloud microphysi-
cal parameterizations include the Goddard Cumulus 
Ensemble (GCE) model (Tao et  al. 2003), the New 

Table 1   A summary of CWRF cumulus parameterization schemes with the related references

Qc, Qi, Qr, Qs: mixing ratio of cloud water, ice, rain, and snow

CUP References Closure Trigger Momentum 
tendencies

Moisture  
tendencies

Shallow

ECP Modified from G3 (Liang et al. 
2012; Qiao and  
Liang 2014a, b)

Multiple Maximum cap strength No Qc, Qi Yes

G3 Grell and Dévényi (2002) Multiple without QE Maximum cap strength No Qc, Qi Yes

GD Grell and Dévényi (2002) Multiple Maximum cap strength No Qc, Qi No

ZML Zhang and McFarlane (1995) Total instability adjustment CAPE > 0 Yes Qc, Qi No

NKF Kain and Fritsch (1993),  
Kain (2004)

Total instability adjustment CAPE > 0; Parcel temperature 
perturbation

No Qc, Qi, Qr, Qs Yes

TDK Tiedtke (1989), Nordeng (1995) Total instability adjustment Moisture convergence Yes Qc, Qi Yes

BMJ Betts and Miller (1986),  
Janjic (1994)

QE assumption Positive cloud work function 
threshold

No – Yes

GR Grell (1993) QE assumption (instability 
tendency)

Lifting depth trigger No – No

MIT Emanuel and Živković- 
Rothman (1999)

Subcloud layer-based QE 
assumption

Environment is unstable to a 
parcel

Yes – No

GFDL Donner (1993), Donner et al. 
(2001)

QE assumption CAPE > 0; ΔCAPE > 0 No Qc, Qi No

SAS Pan and Wu (1995) QE assumption Critical cloud work function; 
Lifting depth trigger

Yes Qc, Qi Yes

NSAS Han and Pan (2011) QE assumption Lifting depth trigger Yes Qc, Qi Yes

CSU Fowler and Randall (2002) QE assumption (prognostic 
CKE)

CKE dissipation rate No Qc, Qi, Qr, Qs No

UW Bretherton and Park (2009) Subcloud layer-based QE Turbulent kinetic energy Yes Qc, Qi, Qr, Qs Yes
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Thompson (Thompson et  al. 2008), and the Morrison 
et al. (2009) scheme. A brief description of these three 
popular microphysics schemes is given in the Appen-
dix 2.

4.	 Given that the ECP scheme includes five cumulus clo-
sure assumptions (AS, W, MC, KF, and TD, in Appen-
dix 1), the fourth set of experiments attempt to explore 
the effects of these five closures on the Central US 
diurnal cycle simulation, emphasizing on the TD clo-
sure that is also used by the GR cumulus scheme. The 
results can help explain the contribution of closure 
assumption in controlling the diurnal cycle that is suc-
cessfully simulated by GR cumulus scheme.

5.	 Motivated by the study of Lee et  al. (2008) in which 
the lifting depth trigger plays a key role on the real-
istic simulation of summer rainfall diurnal phase over 
the Central US, the last set of experiments uses the GR 
scheme with different lifting depth triggers. The com-
parative studies among the last two groups of experi-
ments help identify which component(s) in the CUPs 
are more critical for capturing the nocturnal rainfall 
maximum over the Central US.

4 � Summer mean precipitation amount and pattern

The two summer floods occurring in the 1993 and 2008 
both affected the vast areas of the Central US and caused 
comparably severe damages and large economic lost 
(Coleman and Budikova 2010). The following compari-
sons are made on the main flooding periods of 1993 JJA 
(June–August) and 2008MJJ (May–July) to systematically 
depict the model sensitivity to the convective parameteri-
zation. Figure 1 demonstrates the geographic distributions 
of observed and CWRF simulated 1993 summer mean pre-
cipitation by using 12 different CUP schemes including the 
ECP, G3, BMJ, ZML, NKF, TDK, GR, MIT, GFDL, SAS, 
NSAS and CSU. Several model deficiencies can be identi-
fied in the major rainfall areas.

First, all CUP schemes produce a heavy rainfall center 
over the Central US with large discrepancies in the simu-
lated rainfall amounts. The ECP, G3, and ZML show clear 
advantages over other schemes in reproducing the floods 
location and amount. However, most CUP schemes that 
originally developed and often used in coarse-resolution 
GCMs, such as TDK, MIT, GFDL and CSU, systematically 
underestimate the summer rainfall amount over the Central 
US. This suggests that further refinements are required to 
account for the scale dependence of CUP in weather pre-
diction and climate simulation.

Second, three schemes such as the G3, ZML, and 
NKF produce widespread large wet biases along the US 
Atlantic coast oceans. In particular, the ZML significantly Ta
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overestimates the summer mean precipitation over the 
entire US East plus South Coast oceans. The ECP scheme 
is developed from the G3 scheme, but more realistically 
simulates the rainfall pattern and intensity along the US 
Atlantic Coast than the G3 scheme. The main reason is 
that the ECP only adopts the cloud-base vertical velocity 
closure instead of the ensemble of multiple closures in the 
G3 scheme. On the other hand, the ZML and NKF both 
based on the total instability removal closure assumption 
generally yield excessive coastal ocean rainfall amounts. 
This is consistent with the previous finding of Liang et al. 

(2004b) that Kain and Fritsch (1993) scheme using that 
closure produced large wet bias along the US coast oceans. 
However, the TDK scheme using a similar total instability 
removal closure does not produce large wet biases as the 
ZML and NKF schemes do. This may suggest the com-
pensating effects from differences in trigger functions, for 
which the TDK scheme uses the moisture convergence, 
while the other two schemes use the positive convective 
instability.

Figure  2 summarizes the CWRF simulated mean rain-
fall biases compared to the observations averaged over the 

Table 3   Summary of four groups of sensitivity experiments conducted by CWRF with different cumulus and microphysics configurations

Sensitivity experiments Integration time Deep CUP Microphysics

1. CUP test 1993 May 1–August 31  
2008 May 1–August 31

12 CUPs [ECP, G3, BMJ, ZML, NKF, TDK, 
GR, MIT, GFDL, SAS, NSAS, CSU]

GCE

2. GR test 1993 May 1–August 31 No CUP Grell GCE

3. MP test 1993 May 1–August 31 Grell GCE New Thompson Morrison

4. Closure test 1993 May 1–August 31 ECP [AS, W, MC, KF, TD closures] GCE

5. Trigger test 1993 May 1–August 31 Grell [three lifting depth triggers] GCE

Fig. 1   The geographic distributions of observed and simulated 1993 
summer mean precipitation by the CWRF using 12 different cumulus 
parameterization schemes including the ECP, G3, BMJ, ZML, NKF, 

TDK, GR, MIT, GFDL, SAS, NSAS and CSU. Outlined white boxes 
are the Central US for the flooding area of interest (36°–43°N, 100°–
87°W)
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Central US and the US Atlantic Coast plus Gulf of Mex-
ico for 1993 JJA and 2008 MJJ by using the 12 different 
CUPs. Combined with the mean bias statistics in Table 4, 
the result clearly shows that ZML produces the smallest 
biases over the Central US for both cases, but significantly 
overestimates the rainfall along the US coastal oceans. 
The ECP and G3 schemes both generate smaller biases 

over the Central US, but ECP greatly reduces the G3 wet 
biases along the US coastal oceans. To evaluate the CUP 
performances in predicting the general pattern of summer 
mean precipitation, Table 4 also compares the pattern cor-
relation coefficients and root-mean-square (RMS) errors 
of summer mean precipitation between observations and 
CWRF simulations using 12 CUP schemes for both 1993 
and 2008 cases over the continental US. It shows that six 
schemes, including ECP, G3, BMJ, GR, MIT, and NSAS, 
have advantages over others in reproducing summer mean 
precipitation across the entire contiguous US. The outlier is 
ZML which produces the overall lowest geographic pattern 
correlation and highest RMS errors for the summer mean 
rainfall amount.

The above comparisons indicate that predictive skills of 
different CUP schemes with respect to the summer mean 
precipitation are strongly dependent upon climate regimes. 
Three schemes including ECP, G3 and ZML produce 
relatively smaller mean biases over the Central US than 
other schemes, while G3 produces large wet biases over 
the US coastal oceans, and ZML has worst performance 
in predicting the overall pattern distribution due to the 
wet biases over the North American monsoon region and 
Southeast US coastlines. In contrast, the BMJ, GR, MIT 
and NSAS show advantages over others in simulating the 
general pattern of summer mean precipitation in the entire 
contiguous US but they tend to have large deficits over the 
Central US.

Given the complementary regime-dependences of these 
seven schemes (ECP, G3, ZML, BMJ, GR, MIT, NSAS) in 
model predictions of summer mean rainfall distributions, 
the following two sections will focus on these schemes to 
evaluate their relative performances in predicting the daily 
rainfall features and diurnal cycle over the Central US.

Fig. 2   The mean precipitation biases simulated by the CWRF using 
the 12 different cumulus schemes from the observations averaged 
over the Central US (a) and the US Atlantic Coast and Gulf of Mex-
ico (b) for 1993 June–August and 2008 May–July

Table 4   CWRF simulated 
rainfall statistics for 1993 
JJA (June–August) and 
2008 MJJ (May–July) by 
using 12 different cumulus 
parameterization schemes

The bold numbers demonstrate 
the respective advantages of 
seven schemes (ECP, G3,ZML, 
BMJ, GR, MIT, NSAS) in 
predicting the general summer 
mean pattern/amount over the 
entire continental US and daily 
rainfall variations in the Central 
US

CUPs Bias (%) [Central  
US]

Pattern  
correlation (US)

RMS errors (US) Daily rainfall  
correlation  
(Central US)

Normalized 
variances 
(Central US)

1993 2008 1993 2008 1993 2008 1993 2008 1993 2008

ECP −2.4 13.7 0.69 0.74 1.70 1.77 0.65 0.65 1.11 1.16

G3 7.1 −11.3 0.71 0.72 1.57 1.28 0.65 0.60 1.29 1.01

BMJ −21.9 −43.5 0.71 0.67 1.35 1.25 0.58 0.52 0.89 0.51

ZML −1.6 −2.7 0.41 0.54 2.91 2.45 0.59 0.50 1.23 0.82

NKF −28.6 −18.1 0.59 0.67 1.96 1.42 0.50 0.54 0.99 1.00

TDK −28.4 −49.0 0.64 0.60 1.64 1.45 0.44 0.48 1.25 0.74

GR −8.1 −25.2 0.72 0.71 1.38 1.17 0.43 0.53 1.33 0.85

MIT −5.8 −19.5 0.68 0.69 1.46 1.28 0.51 0.47 1.10 0.96

GFDL −34.6 −47.6 0.61 0.62 1.76 1.43 0.39 0.48 1.06 0.66

SAS −49.8 −49.1 0.61 0.65 1.63 1.33 0.39 0.48 0.56 0.68

NSAS −30.7 −34.1 0.69 0.69 1.31 1.15 0.62 0.61 0.73 0.58

CSU −43.8 −47.5 0.54 0.61 1.92 1.44 0.43 0.51 0.76 0.69
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5 � Daily precipitation variation and frequency 
distribution

Figure  3 compares the model results with observations 
for both 1993 and 2008 floods in Taylor diagrams (Taylor 
2001) by depicting three important statistics based on daily 
precipitation averaged over the central US: temporal corre-
lation, normalized standard deviation, and RMS errors. The 
cosine of the angle of model points from the horizontal axis 
represents the temporal correlation with observations. The 
radial coordinate depicts the normalized variances which 
is the ratio of the modeled to observed standard deviation. 
It indicates the relative amplitude of model and observed 

variations. The RMS difference between the model and 
observation is proportional to the linear distance between 
the model point and the “REF” point lying on the horizon-
tal axis. The plotted values in the diagrams are also listed in 
Table 4 for reference.

Among all the CUP schemes over the Central US, ECP 
produces the highest temporal correlations (0.65, 0.65) and 
small normalized variance (1.11, 1.16) for both cases, indi-
cating its superiority in reproducing the daily rainfall vari-
ations. Although G3 (0.65, 0.60) and NSAS (0.62, 0.61) 
both well capture the temporal correlation, G3 generates 
relatively larger normalized variance (1.29, 1.01) than ECP 
especially for 1993 flood, and NSAS significantly under-
estimates the amplitude of daily variation (0.73, 0.58). On 
the other hand, ZML poorly simulates the daily rainfall 
variation (0.59, 0.50), albeit with the smallest mean biases 
(−1.6, −2.7 %).

Several widely-used CUP schemes show advantages in 
reproducing the general spatial patterns of summer mean 
precipitation over the entire continental US for both cases, 
including ECP, G3, BMJ, GR, MIT, NSAS, but with large 
spread of the RMS errors for the summer mean rainfall 
amounts. Among these five schemes, most of them con-
sistently produce the dry biases over the Central US. For 
instance, BMJ largely underestimates the summer floods 
for both cases (−21.9, −43.5), GR produces great under-
estimations (−8.1, −25.2), and NSAS even reaches −30.7 
and −34.1 for both cases. Therefore, ECP and G3 are the 
two schemes that best capture the summer mean pattern 
and amounts of rainfall over the entire continental US.

Figure  4 compares the frequency distributions of 1993 
summer daily precipitation and relative contributions from 
each daily precipitation rate bin to the total amount over 
the Central US between the observations, the ERI reanaly-
sis, and CWRF simulations with the aforementioned seven 
CUP schemes. Here, the observations are daily precipita-
tion data from the rain gauge measurements adjusted by 
the monthly mean PRISM (details in Table 2). The range 
of daily precipitation intensity is divided into 1  mm/day 
bins from 0 to 50  mm  day-1 and the frequency distribu-
tion at each bin counts all the grids within the Central US 
without spatial and temporal average. The 2008 case (not 
shown) exhibits the similar characteristics. The ERI rea-
nalysis systematically overpredicts the occurrence and 
contribution of light rainfall events with daily intensity 
less than 10  mm  day-1, but significantly underestimates 
the frequency and intensity of extreme events with daily 
rainfall exceeding 35 mm day-1. The seven CUP schemes 
can be roughly divided into two groups according to their 
daily rainfall frequency predictions. One group, includ-
ing ECP, G3, and ZML schemes, more realistically repro-
duce the overall frequency distribution by greatly reduc-
ing the ERI deficiency in predicting the heavy rainfall 

Fig. 3   Taylor diagram showing the model performance of simulated 
1993 JJA (June–August) and 2008 MJJ (May–July) daily precipita-
tion variability averaged over the Central US by using 12 differ-
ent cumulus parameterization schemes, in terms of the normalized 
standard deviation of the modeled daily means (proportional to the 
distance from the origin), the RMS difference between the simu-
lated and observed daily means (proportional to the distance from the 
REF point), and the temporal correlation between the simulated and 
observed daily means (cosine values of the angle of model point from 
the horizontal axis)
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occurrence. Among them, the ECP scheme accurately 
predicts the relative contribution of daily rainfall intensity 
within the medium range (10–30 mm day-1) than the other 
two schemes. The other group, including GR, MIT, NSAS 
and BMJ, generally underestimates the frequency of heavy 
rainfall events and overestimates the contribution from 
light (GR and MIT) to medium (NSAS and BMJ) events.

Therefore, the ECP scheme not only well simulates the 
summer mean precipitation amount and daily variation, but 
also shows a clear superiority in reproducing the daily rain-
fall frequency distribution over the Central US. The cumu-
lus closure assumption fundamentally determines the con-
vection intensity and location (Grell and Dévényi 2002), 
the result also confirms that the moisture convergence 
assumption primarily contributes to the success of the ECP 
scheme in capturing the summer mean and daily precipita-
tion variations over the Central US.

6 � Precipitation diurnal cycle

Figure  5 illustrates the summer mean precipitation diur-
nal cycles for both 1993 and 2008 cases averaged over 
the Central US simulated by CWRF using the seven CUP 
schemes compared with NARR as the observational proxy. 
Following Liang et al. (2004b), the 3-hourly data from both 
NARR and CWRF are interpolated into hourly values by 
utilizing the spline fit method. To enhance the compatibility 
between observations and model simulations regarding the 

amplitude and phase of diurnal variations, the hourly rain-
fall amounts at each grid are normalized by a division of 
its daily mean values. The observed diurnal cycles for both 
cases exhibit a daytime minimum and a nighttime maxi-
mum but slightly differ in amplitude and phase. In NARR, 
the 1993 summer mean diurnal cycle has larger amplitude 
and the nocturnal rainfall peak occurs in the early morn-
ing at around 3–6 AM local solar time (LST), which is 
several hours later than that in the 2008 case. The diurnal 
cycle simulated by the seven CUP schemes are compared 
separately for the two groups as classified by the ability in 
predicting daily rainfall frequency distribution. The first 
group, including ECP, G3 and ZML, systematically gener-
ates a diurnal cycle with the peak locked at 15–18 PM LST, 
all failed to capture the observed nocturnal rainfall maxima. 
Among them, the ZML scheme tends to produce too large 
diurnal amplitudes, while the ECP and G3 exhibit similar 
but relatively smaller diurnal variations than observations.

In the second group, the GR and NSAS schemes are able 
to capture the diurnal timing, whereas the MIT and BMJ 
schemes unfaithfully produce rainfall maxima at early 
to late afternoon. This is in good agreement with previ-
ous findings by Liang et al. (2004a) and Lee et al. (2008). 
However, the NSAS scheme largely underestimates the 
peak amount and shows a tendency to rain earlier than 
observations particularly in 1993 summer. It is encourag-
ing that the GR scheme, consistently with both CWRF and 
CMM5 (Liang et  al. 2001), most realistically reproduces 
the diurnal amplitude and phase, albeit underestimating 

Fig. 4   Frequency distributions 
(a, b, in logarithm scales) of 
1993 summer daily precipita-
tion and the relative contribu-
tion to total amount (c, d) from 
each unit binned precipitation 
(1 mm day−1) for all grids over 
the Central US as observed 
(OBS), and simulated by the 
CWRF using seven different 
cumulus schemes (ECP, G3, 
ZML, GR, MIT, NSAS, BMJ)



F. Qiao, X.-Z. Liang

1 3

the nocturnal rainfall peak amount. As such, the following 
focus on the GR scheme and attempt to explore the role of 
CUP in regulating the diurnal cycle over the Central US.

Figure 6 compares the 1993 summer mean rainfall diur-
nal cycles over the Central US from NARR and CWRF 
simulations using the GCE microphysical scheme but with 
or without the GR cumulus scheme. When cumulus param-
eterization is excluded, the CWRF only with the GCE 
microphysical scheme tends to produce a much stronger 
rainfall peak in the late evening at around 21 PM LST 
which is 6 h earlier than the observation. This earlier rain-
fall peak can be attributed to that the microphysical scheme 
over the Central US is more responsive to the large-scale 
dynamic forcing such as the Great Plain low-level jet 
whose strongest intensity generally leads the rainfall max-
ima for several hours (Liang et al. 2001; Lee et al. 2007a). 
By adding the GR cumulus scheme, this late evening peak 
amount is substantially reduced and the rainfall maximum 
is delayed to occur at the following early morning around 
03-06 AM LST in better agreement with the observation. 
This improvement indicates that the cumulus parameteri-
zation plays an essential role in regulating the Central US 
precipitation diurnal cycle.

It is known that precipitation in the model is determined 
by the sub-grid convective and large-scale resolved (strati-
form) components which are separately produced by CUP 
and explicit microphysical schemes. Previous studies (Lee 
et  al. 2007b) found that models with less convective but 
more stratiform precipitation generate more nocturnal rain-
fall over the Central US. It is thus important to examine the 

role of stratiform precipitation in determining the Central 
US diurnal cycle.

To examine the sensitivity of simulated diurnal cycle to 
the resolved precipitation, additional experiments are also 

Fig. 5   Mean diurnal evolution 
(relative to local solar time) of 
hourly (mm day−1, upper pan‑
els) and normalized hourly rain-
fall (bottom panels) averaged 
over the Central US for 1993 
JJA (June–August) and 2008 
MJJ (May–July) simulated by 
the CWRF using seven different 
cumulus schemes (ECP, G3, 
ZML, GR, MIT, NSAS, BMJ) 
compared with the NARR

Fig. 6   1993 summer mean diurnal evolution (relative to local solar 
time) of (mm day−1) rainfall averaged over the Central US simulated 
by the CWRF using the Grell cumulus scheme with three different 
microphysics including the Goddard Cumulus Ensemble (GR-GCE), 
the New Thompson (GR-Thompson), the Morrison (GR-Morrison) 
schemes and the averages from these three microphysics schemes 
(GR-MP/Ave), as compared to the simulation without the Grell 
cumulus scheme (NoCUP-GCE) and the NARR as observation
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conducted by using the GR cumulus scheme but with dif-
ferent microphysical processes including the New Thomp-
son (Thompson et al. 2008) and Morrison (Morrison et al. 
2009) scheme, compared to the GCE microphysics. These 
three experiments using the same GR cumulus scheme but 
different microphysics all well predict the diurnal timing 
but largely differ in diurnal amplitude and rainfall magni-
tude. Compared to GCE, the New Thompson and Mor-
rison schemes both produce weaker amplitudes, while the 
Morrison scheme largely underestimates nocturnal rainfall 
amounts. The comparison shows that the large-scale precip-
itation primarily contributes to the rainfall peak amount and 
diurnal amplitude, but hardly affects the diurnal phase. On 
the other hand, the diurnal timing of model precipitation is 
insensitive to the choice of microphysical schemes, imply-
ing that the GR cumulus scheme has intrinsic advantages 
over other CUPs in representing the physical mechanisms 
that control the Central US precipitation diurnal variation.

As suggested by Liang et al. (2004a), the superiority of 
the GR scheme in realistically capturing the Central US 
nocturnal rainfall maxima is due to its closure assumption 
in which convection is largely determined by the large-
scale tropospheric forcing. However, few studies explic-
itly investigated the isolated effects of closure assumption. 
Given that the ECP scheme has incorporated five widely-
used cumulus closures, sensitivity studies using these indi-
vidual closures can help identify the effects of closures in 
predicting the Central US rainfall diurnal cycle.

Figure  7 shows the 1993 summer mean precipitation 
diurnal cycles averaged over the Central US simulated by 

the CWRF using the ECP scheme with five different clo-
sures, and No CUP, compared to NARR. The ECP with the 
AS, MC or KF closure assumption generally fails in cap-
turing the nighttime rainfall, but tends to produce a diurnal 
cycle with rainfall peak locked at 15 PM LST. The failure 
has also been identified in the cumulus parameterization 
of BMJ, default version of ECP and ZML schemes, which 
use the above three closures, respectively. However, when 
the TD closure is used, it significantly improves the diurnal 
cycle simulation by generating a rainfall peak at the early 
morning with intensified intensity compared to other clo-
sures. Also, the ECP scheme with the TD closure shifts the 
rainfall peak from late evening in the CWRF simulation 
without CUP (NoCUP) to around 03 AM LST, albeit with 
3 h phase error. It corresponds well with the behavior of the 
GR scheme that uses the same instability tendency closure 
assumption (Liang et  al. 2004a). The result suggests that 
the large-scale instability tendency assumption for CUP 
closure may capture the dominate mechanisms that regulate 
the diurnal variation of convection over the Central US.

In addition to the closure assumption, certain trigger 
function has also been suggested to affect the CUP abil-
ity in simulating of diurnal phase over the Central US. For 
instance, Lee et  al. (2008) showed that the lifting depth 
trigger plays a key role to simulate the nocturnal rainfall 
peak in SAS. The lifting depth is defined as the distance 
between the cloud base and convective starting level that 
must be less than 150 hPa. Their study suggested that this 
trigger primarily favors the nighttime convection because 
the lifting depth criterion is easier to be satisfied when 

Fig. 7   1993 summer mean precipitation diurnal cycle (mm  day−1, 
local solar time) averaged over the Central US as observed (NARR) 
and simulated by the CWRF using the ECP scheme with five differ-
ent closures (ECP/AS, ECP/W, ECP/MC, ECP/KF, ECP/TD) com-
pared to the simulation without cumulus parameterization (NoCUP)

Fig. 8   1993 summer mean precipitation diurnal cycle (mm  day−1, 
local solar time) averaged over the Central US as observed (NARR) 
and simulated by the CWRF using the Grell cumulus scheme with 
three different lifting depth triggers including 25, 50 hPa (CTL, con-
trol) and 150 hPa
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convective starting level is elevated above the nocturnal 
inversion at night. Sensitivity experiments using the GR 
scheme with three different values for lifting depth trigger 
are carried out to further examine the effect of this trigger 
function.

Figure  8 compares the 1993 summer mean diurnal 
cycle simulated by the GR scheme with three lifting depth 
triggers: 25, 50 (control) and 150  hPa. Shallower depth 
(25  hPa) trigger generally tends to suppress convection 
because it is too small to activate the convection. When 
the lifting depth is increased to 150 hPa, daytime convec-
tion especially during the early afternoon is significantly 
enhanced because the threshold depth is large enough to 
trigger deep convection even at the presence of strong con-
vective inhibition energy. As such, the lifting depth trigger 
in the GR scheme also affects the Central US diurnal cycle 
by mainly suppressing the daytime convection.

Above comparison, therefore, suggests that cumulus 
closure and lifting trigger in the GR scheme play differ-
ent roles in determining the Central US diurnal cycle. The 
cumulus closure predominately regulates the diurnal phase 
and nocturnal rainfall maxima, while the lifting trigger 
effectively inhibits the daytime convection.

7 � Conclusions and discussions

This study comprehensively evaluates the relative perfor-
mance of 12 popular CUP schemes in predicting summer 
precipitation over the Central US. Three key features are 
specifically examined including mean pattern distribution, 
daily rainfall frequency and precipitation diurnal cycle. The 
CUP schemes in this study include 6 original WRF schemes 
(BMJ, NKF, SAS, NSAS, TDK, G3) and 6 new schemes 
(ECP, ZML, CSU, GFDL, MIT, GR) that have been widely 
used in GCMs or RCMs. All of them are implemented as 
deep convection schemes and combined with the UW shal-
low CUP scheme in order to provide a consistent evalua-
tion for the moist cumulus parameterization. In particular, 
the ECP scheme is developed from the ensemble cumulus 
parameterization of G3 scheme with numerous improve-
ments on the closure choices and regional dependence. By 
applying the moisture convergence closure over land and 
large-scale cloud-base vertical velocity assumption over 
oceans, the ECP scheme has been identified with advan-
tages over other closures by sensitivity experiments (Qiao 
and Liang 2014a, b) in predicting the overall summer rain-
fall over the US land and oceans.

Sensitivity experiments of CWRF separately using the 
12 CUP schemes are carried out for 1993 and 2008 sum-
mer when both record floods occurred over the Central 
US. Results show that these CUP schemes have distinc-
tive skills in predicting the US summer mean precipitation 

distribution, with strong regional dependence. Seven CUP 
schemes are identified with complementary regime depend-
ences in predicting summer rainfall patterns and amounts. 
One group, including ECP, G3 and ZML schemes, show 
advantages over other schemes in reproducing the Central 
US floods location and amount, but has large model dispar-
ities in other US regions and the adjacent coastal oceans. 
Particularly, the ECP scheme well reproduces the Central 
US floods and greatly reduces the wet biases in the G3 and 
ZML schemes along the US coastal oceans. The second 
group, including BMJ, GR, MIT and NSAS schemes, well 
captures the US summer precipitation geographic distribu-
tion, but largely underestimates the rainfall amounts over 
the Central US.

Further comparison of daily rainfall statistics shows that 
ECP most realistically reproduces the regional mean daily 
variation and the overall frequency distribution of daily 
precipitation. It not only greatly reduces the deficiency of 
ERI reanalysis by better capturing the occurrence of heavy 
rainfall events, but also more accurately predicts the contri-
butions from daily precipitation in medium intensity than 
the G3 and ZML. The other schemes that largely underes-
timate the Central US summer floods, generally failed to 
accurately predict the daily variation, except that NSAS 
well captures the temporal variation of daily rainfall but has 
large errors in predicting rainfall amounts.

Most CUP schemes fail in reproducing the observed 
nocturnal rainfall maxima over the Central US. An encour-
aging finding is the GR cumulus scheme is superior in 
reproducing the Central US diurnal amplitude and phase, 
though it still underestimates the nocturnal rainfall peak. 
The CWRF with only explicit microphysics schemes tend 
to have stronger but much earlier rainfall peaks, while the 
inclusion of GR cumulus scheme effectively regulates the 
diurnal phase by postponing the rainfall peak from late 
evening to early morning in a better alignment with obser-
vations. Moreover, the diurnal timing simulated by the GR 
cumulus scheme is found to be insensitive to the choice of 
microphysics schemes, implying that large-scale explicit 
precipitation primarily contributes to the nighttime rainfall 
peak but hardly affects the diurnal phase.

Replacing the moisture convergence closure in the 
ECP scheme with the large-scale instability tendency clo-
sure that is also used in the GR scheme greatly improves 
the ECP simulated diurnal cycle by generating a nocturnal 
rainfall peak. This suggests that the advantage of the GR 
scheme for capturing nocturnal rainfall maxima is primar-
ily due to its closure assumption in which the convection 
is determined by the increase rate of large-scale instability. 
In addition, the lifting depth trigger in GR also affects the 
Central US diurnal cycle simulation by mainly suppressing 
the daytime convection, consistent with the study by Lee 
et al. (2008).
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Although the ECP scheme with the moisture conver-
gence closure over the land shows superiority in repro-
ducing the Central US floods particularly regarding the 
geographic distributions and daily variations, it still over-
estimates the rainfall over the Southeast US and the North 
American Monsoon region. Several additional experi-
ments (Qiao and Liang 2014a) have suggested that the 
wet biases over these two regions can be greatly reduced 
by using the cloud-base vertical velocity closure. These 
two closures thus in the ECP scheme complementarily 
capture the observed rainfall pattern over distinct regions. 
In Liang et al. (2007), an optimal ensemble based on two 
CUP schemes that have strong complementarity in simu-
lating certain observed signals has produced a more skill-
ful result overall regarding the interannual anomaly and 
climate mean. Given the known regime dependence of clo-
sure assumption in the ECP scheme, future work should 
be focused on deriving localized dynamic weighting for 
different closures to improve the summer mean prediction 
over the entire US.

Another important issue is the diurnal cycle simulation 
by the ECP scheme warrants further investigation. Above 
analyses have shown that the large-scale instability ten-
dency closure mainly contributes the success of the GR 
cumulus scheme in reproducing the Central US diurnal 
phase and amplitude. Also the unrealistic afternoon rain-
fall peaks in the ECP scheme are greatly inhibited and the 
nocturnal rainfall maxima are generated when ECP uses 
this instability tendency closure rather than the defaulted 
moisture convergence closure assumption. The implication 
is that the rate of increase of large-scale instability plays 
a dominate role in regulating the diurnal variation of con-
vection over the Central US Xie et al. (2004) implemented 
a convective trigger function that utilizes the large-scale 
instability tendency and effectively reduced the frequent 
occurrence of convection during the daytime, leading to 
considerable improvements in the overall US diurnal cycle 
simulation. As such, more efforts will be made to incorpo-
rate the large-scale tendency assumption as trigger function 
in the ECP scheme in order to improve the diurnal cycle 
simulation over the Central US.

In addition, this study has indicated that the CUP regu-
lates the nocturnal diurnal timing over the Central US with 
important sensitivity to the closure assumptions and lifting-
depth trigger function, while the microphysics schemes 
does not affect the timing but alter the magnitude of total 
precipitation. Thus, accurate predictions of summer rainfall 
may be achieved by optimizing the balance between CUP 
and microphysics representations.

Although various cumulus schemes have been developed 
to predict the convective precipitation and associated heat 
and moisture changes of the atmosphere, the CUP problem 
is far from being solved and remains among the challenges 

to the modeling community. They generally involved dif-
ferent physical assumptions that are not fully evaluated and 
tunable parameters whose actual value are unknown, lead-
ing to model deficiency and large uncertainty.

Specifically, there is no consensus yet on the closure 
assumptions for dynamic control in large-scale or mes-
oscale models. For the static control, great uncertainties 
exist in representing the complicated processes in clouds 
and their interactions with environment, including the 
entrainment/detrainment effects, microphysical process in 
cumulus clouds, and convective downdrafts (Randall et al. 
2003). For the high-resolution mesoscale model, a set of 
additional trigger functions are often imposed to evalu-
ate the possibility of convection initiation when closure 
conditions are not sufficient for predicting the occurrence 
of convection. Most triggers in current cumulus schemes 
are related to the accessibility of CAPE, or the probabil-
ity to overcome the negative buoyancy below the level of 
free convection, but these triggers are highly variable and 
strongly case-dependent (Kain and Fritsch 1993).

Another important factor that warrants to be further 
examined is the model resolution. It is known to have 
impacts on the partition of the convective and stratiform 
rainfall amounts, and thus affect the rainfall diurnal cycle 
simulation. However, large uncertainty still existed about 
the model dependence upon the increasing resolution. Lee 
et al. (2007b) has examined the sensitivity of AGCM simu-
lation of warm seasonal diurnal cycle of precipitation over 
the US to horizontal resolution. Their results showed that 
the phase of the diurnal cycle of precipitation is generally 
improved with increasing resolution (from approximately 
2° to 1/2°), but large errors remain even at the highest 
resolution in their study (1/2°). They suggested that fur-
ther improvements in cumulus parameterization are still 
required to reduce these errors, even though with higher 
model resolution.

Previous RCM studies used horizontal grids typically 
ranging in 60–30  km, while the GCM studies in 200–
300  km. As the model resolution increases toward about 
4 km or finer, the CUP can be eliminated in general. Such a 
cloud-resolving capability, although desirable, is computa-
tionally intensive and not affordable for long-term climate 
simulations in the near term. In addition, it is yet to prove 
that explicit representation of convection produces better 
forecasts than those using the CUP in mesoscale models. 
Therefore, the ECP scheme offers a framework for further 
improvements that are useful for mesoscale climate mod-
eling studies.
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Appendix 1

Cumulus parameterizations

All deep and shallow cumulus schemes in CWRF are mass-
flux based parameterizations, in which different closure 
assumptions are used to determine the cloud base mass 
flux by linking the existence and intensity of convection to 
large-scale processes. According to closure assumptions, 
all schemes are divided into three major groups and their 
associated features are briefly summarized below.

Multiple closure schemes

The GD, G3, and ECP schemes are all ensemble mass-flux 
type schemes with multiple closure assumptions and vari-
ants of parameters in the static control including updraft 
and downdraft entrainment and detrainment and precipi-
tation efficiency. The GD scheme was first introduced by 
Grell and Dévényi (2002) in which the dynamic control 
closures are based on convective available potential energy 
or cloud work function, low-level vertical velocity, or inte-
grated vertical advection of moisture. The G3 scheme is 
developed on the basis of the GD scheme, but excludes the 
quasi-equilibrium assumption from closure ensemble mem-
bers. The ECP scheme is modified from the G3 scheme 
but with numerous improvements by primarily adding 
relative weights for different dynamic closures and includ-
ing regional dependence between the land and ocean. The 
ECP scheme includes five major closures to determine the 
cloud base mass flux. The AS closure (Arakawa and Schu-
bert 1974) assumes an instantaneous equilibrium between 
the large scale forcing and the convection by relaxing the 
cloud work function toward a climatological value. The 
W closure (Brown 1979; Frank and Cohen 1987) assumes 
that net cloud base mass flux is determined by environmen-
tal mass flux averaged from the surrounding nine points 
at lower tropospheric levels such as cloud base or updraft 
originating level. The MC closure (Krishnamurti et  al. 
1983) is the widely-used moisture convergence assumption 
in which convection develops to balance the column inte-
grated moisture convergence. The KF closure is based on 
Kain and Fritsch (1993) assumption in which the convec-
tion acts to reduce the CAPE towards zero over a specific 
time scale (around 40  min in the ECP scheme). The TD 

closure is also based on the quasi-equilibrium assumption 
but determines the convection by the increase rate of large-
scale instability (Grell 1993). In the current ECP scheme, 
the moisture convergence and averaged cloud-base vertical 
velocity closure is separately implemented over land and 
oceans.

Total instability adjustment schemes

Three CUPs (ZML, NKF, TDK) are based on the total 
instability adjustment closure assumption in which the con-
vection acts to reduce the CAPE towards zero over a spe-
cific time scale. The ZML is the parameterization of Zhang 
and McFarlane (1995) with modifications to facilitate its 
application in high resolution models for deep convection 
(Liang et al. 2012). The moist convection occurs only when 
the local atmosphere is conditionally unstable in the lower 
troposphere. The updraft ensemble is only comprised of 
those plumes which can penetrate through this convective 
layer and these updrafts are assumed to have same initial 
upward mass fluxes from the sub-cloud layer to simplify 
the formulations.

The NKF scheme (Kain 2004) is a modified version of 
Kain and Fritsch (1993). It utilizes a one-dimensional cloud 
model with explicitly representation of effects of moist 
updrafts and downdrafts, the entrainment, detrainment and 
simple microphysics involved. This scheme triggers the 
convection when the net column convective instability is 
present and the parcel temperature is higher than the envi-
ronmental value. To induce stronger convection in the pres-
ence of the large-scale upward motion, a perturbation to the 
parcel temperature which is proportional to the grid-scale 
vertical motion at the lifting condensation level is incorpo-
rated as an additional trigger function. The TDK scheme 
is originally designed by Tiedtke (1989) and revised by 
Nordeng (1995). It is a bulk mass flux model based on the 
CAPE removal closure. The convection is activated when 
the moisture convergence is greater than a limit of bound-
ary layer turbulent moisture flux. This scheme considers 
three types of convection: (1) deep convection that occurs 
under disturbed, conditionally unstable conditions in the 
presence of lower tropospheric large-scale moisture conver-
gence; (2) shallow convection that occurs in a suppressed 
environment and is mainly driven by the turbulent surface 
moisture flux; (3) mid-level convection that occurs mainly 
in conditional unstable condition, but with the cloud base 
above the PBL.

Quasi‑equilibrium closure‑based schemes

The remaining eight schemes (BMJ, GR, MIT, GFDL, 
SAS, NSAS, CSU, and UW) are all established on the QE 
closure assumption but with alterations. The BMJ scheme 
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is a moist adjustment parameterization developed by Betts 
(1986) and Betts and Miller (1986), and modified by Jan-
jic (1994) for both deep and shallow convection. It assumes 
that the profiles of temperature and moisture in a column 
with sufficient resolved-scale vertical motion and instabil-
ity are instantaneously relaxed toward to observed neu-
tral structures. It does not explicitly represent the subgrid 
updrafts and downdrafts and the mesoscale microphysical 
processes.

The GR scheme is proposed by Grell (1993) as a sim-
plified mass flux scheme that only consists of a single pair 
of updraft and downdraft without direct mixing between 
them. Convection in this scheme is determined by the rate 
of destabilization in which the change of instability due 
to convection balances the changes due to nonconvective 
effects. The convection is not activated until a lifting depth 
criterion is met.

The MIT scheme is the parameterization of Ema-
nuel (1991) and Emanuel and Živković-Rothman (1999). 
The closure employs a subcloud-layer quasi-equilibrium 
hypothesis (Raymond 1995) which states that convective 
mass fluxes will adjust so that air within the subcloud layer 
remains neutrally buoyant with respect to upward displace-
ments to just above the top of the subcloud layer. It utilizes 
the buoyance-sorting assumption of Raymond and Blyth 
(1986) which assumes that mixing in clouds is highly epi-
sodic, rather than continuous as in the entraining plume 
model. Convection occurs whenever the environment is 
unstable to a parcel in reversible adiabatic ascent from the 
surface.

The GFDL scheme is the parameterization developed 
by Donner (1993) as implemented by Donner et al. (2001). 
The convection is triggered when the large-scale CAPE 
generation rate is positive and the maximum convective 
inhibition cannot exceed 10 J Kg−1. This scheme is unique 
in that it augments cloud base mass flux with convective-
scale vertical velocities to include the microphysics of mes-
oscale anvils, leading to a consistent interaction between 
convection, microphysics and radiation.

The SAS scheme is a simplified version of Arakawa and 
Schubert (1974) scheme developed by Pan and Wu (1995). 
It determines the cloud base mass flux by relaxing the cloud 
work function to a critical value over a fixed timescale. To 
trigger the convection, this critical value must be exceeded 
and is assumed to be a function of the cloud base vertical 
motion. As such, the critical value is allowed to approach 
zero as the large-scale rising motion becomes strong. This 
scheme also defines the upper limit of convective inhibition 
using the lifting depth trigger in which the depth between 
the parcel originating level and level of free convection 
must be less than 150 hPa.

The NSAS scheme is based on the SAS scheme but with 
several modifications to trigger functions. For instance, the 

fixed value of lifting depth trigger (150  hPa) is changed 
to vary within the range of 120–180  hPa, in proportional 
to the cloud base grid-scale vertical velocity. This intends 
to produce more convection in large-scale convergence 
regions but less convection in subsidence areas (Han and 
Pan 2011).

The CSU scheme is the parameterization of Arakawa 
and Schubert (1974) but with a prognostic cumulus kinetic 
energy (CKE) closure (Pan and Randall 1998) and interac-
tive liquid and ice cloud microphysics (Fowler and Randall 
2002). This prognostic closure relaxes the quasi-equilib-
rium assumption by explicitly predicting the CKE for each 
cumulus subensemble. The cloud-base mass flux is deter-
mined by the CKE and a dimensional parameter (α) which 
is related to the adjustment time defined by original Quasi-
equilibrium assumption. In current version of CSU scheme, 
a constant value of α (108) is given for all cloud types.

The UW scheme is a bulk mass-flux based shallow 
cumulus parameterization of Bretherton and Park (2009) in 
which entrainment and detrainment is derived using a buoy-
ancy-sorting algorithm. This scheme has a combined clo-
sure and trigger based on convective inhibition. It assumes 
that shallow convection can only form if the source air has 
sufficient vertical velocity to penetrate the weak inversion 
at the top of subcloud layer and reach its level of free con-
vection. The cloud base mass flux is determined as to main-
tain dynamical equilibrium between the subcloud turbulent 
boundary layer and the base of cumulus cloud layer.

Appendix 2

Three microphysics schemes

The Goddard Cumulus Ensemble (GCE) model (Tao et al. 
2003), the New Thompson (Thompson et al. 2008), and the 
Morrison et al. (2009) scheme are compared to examine the 
sensitivity of summer precipitation diurnal cycle predic-
tions to large-scale microphysics. All three microphysics 
parameterizations are mixed-phased schemes, including six 
classes of water substances: water vapor, cloud water, rain, 
cloud ice, snow and graupel.

The GCE scheme is one-moment bulk microphysical 
schemes based on Lin et al. (1983) with several modifica-
tions. They include the prognostic equations for mixing 
ratios of cloud hydrometers, the options to choose either 
graupel (low density and high number concentration) or 
hail (high density and low number concentration), and the 
instantaneous adjustment for saturation computation to 
evaluate evaporation of rain and deposition or sublimation 
of snow/graupel/hail.

The New Thompson scheme is greatly improved com-
pared to one-moment scheme by including a two-moment 



F. Qiao, X.-Z. Liang

1 3

prognostic scheme for cloud ice. Differing from the GCE 
scheme, it assumes a generalized gamma distribution for all 
species instead of purely exponential distribution.

However, the Morrison scheme is a two-moment 
microphysical scheme. The prognostic variables are num-
ber concentrations and mixing ratios of six water species 
whose particle size distributions are represented as gamma 
distributions.
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